**Solutions**

**Ans1:** The bias-variance trade-off is one of the fundamental concepts of machine learning which is related to the performance of a model.

When the error is caused by approximating a real-world problem using a simplified model it is known as Bias. When the model not able to get correct relationship between output variable and input features, then this type of error gets occurred. High bias can lead to underfitting, when the model is too simple and cannot capture the underlying patterns in the data.

When the error is caused by model sensitivity to variations in training data it is known as Variance. This is due to variability of predictions computed by model for different training data. High variance can lead to overfitting, when the model is too complex and captures noise in training data, which leads to bad performance on new data.

Therefore, the goal is to find a model that gives optimal balance between bias and variance, which results in good performance for both training and testing data.

To reduce bias, we can use these following techniques:

1. Increasing features
2. Increasing model complexity
3. Performing feature engineering
4. Reducing the alpha parameter of regularization

To reduce variance, we can use these following techniques:

1. Increasing training set
2. Reducing features
3. Increasing Lambda
4. Dropout out some of the neurons in a neural network during training

**Ans2:** **For Class 1**

Predicted results

|  |  |  |
| --- | --- | --- |
|  | Class 1 | Class 2 |
| Class 1 |  |  |
| Class 2 |  |  |

Actual values

1. Precision
2. Recall
3. F1 score

**For Class 2**

Predicted results

|  |  |  |
| --- | --- | --- |
|  | Class 1 | Class 2 |
| Class 1 |  |  |
| Class 2 |  |  |

Actual values

1. Precision
2. Recall
3. F1 score

**Ans3:** Taking root node PlayTennis as PT, calculating the entropy for complete dataset and information gain for each attribute.

From the above results, we can conclude that is the highest.

Hence Outlook is root node.
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Now calculating for Rain,

Hence is highest among others,

Outlook

Rain

Sunny

Wind

Overcast

Humidity

Weak

Strong

Normal

High

Yes

No

Yes

PlayTennis

Yes

No

PlayTennis

PlayTennis

PlayTennis

PlayTennis

Hence, we got all classified leaf nodes as per target value.

Therefore, the above decision diagram is based upon our findings.

**Ans4:** The individual classifiers outputs are as follows:

Classifier 1 = Class 1

Classifier 2 = Class 1

Classifier 3 = Class 2

As, per comparison between the Class 1 and Class 2 probability. The Class 2 has higher probability than Class 1.

Therefore, we go with Class 2.